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1 Introduction

The KK principle—the principle that knowing entails knowing that one knows—has seen better days. In the past it was defended by Plato, Aristotle, Augustine, Averroës, Aquinas, Spinoza, Schopenhauer, and Prichard, to name a few.¹ Today it languishes in disrepute.² Louise Antony refers to it as “the principle, roundly rejected by epistemologists of almost every stripe, that in order to know that $P$, I must know that I know that $P$.” (2004, p.12) Its fall is often thought of as closely linked to the rise of externalist theories of knowledge— theories that de-emphasize the role of the knower’s reasons or justification for her beliefs (at least when reasons and justification are understood along traditional lines), and stress the importance of causal and/or nomological connections between the knower and the fact known.³

Despite its current unpopularity among epistemologists, the KK principle—or at least the failure of popular objections to the KK principle—is often presupposed in work outside of epistemology. Much work in philosophy of language, game theory, and

---

¹Hintikka (1962, pp.107-8), a staunch defender of the KK principle, mentions these and other prominent historical proponents.
³See e.g., Hemp (2006).
computer science appeals to the idea of “common knowledge.” The proposition that $P$ is common knowledge if not only does everybody know that $P$, but everybody knows that everybody knows that $P$, and everybody knows that everybody knows that everybody knows that $P$, and so on ad infinitum. But standard arguments against KK typically have the consequence that common knowledge is unattainable. If these arguments are sound, we must reject explanations of linguistic, economic, and other social phenomena that appeal to common knowledge. The debate over KK, then, has consequences that extend well beyond epistemology.

In this paper, I aim to push back against the turning tide of conventional wisdom. Among epistemologists, both defenders and opponents of KK often assume that higher-order knowledge is a very exalted epistemic state. Knowing that one knows, or worse, knowing that one knows that one knows...ad infinitum, is agreed by both camps to be difficult or impossible for us mere mortals to achieve. Opponents of KK hold that we can have first-order knowledge without meeting the onerous requirements for higher-order knowledge, while defenders of KK hold that even first-order knowledge requires meeting those strict requirements; this is why the KK principle is often associated with skepticism. The positive picture I’ll present—one fully compatible with the externalism commonly thought to be in conflict with KK—rejects the assumption often accepted by both camps; the picture that I’ll develop is one in which acquiring knowledge of arbitrarily high orders is no more difficult than we pre-theoretically take the acquisition

4David Lewis’ (2002) work on convention is perhaps the most influential example in philosophy. See Vanderschraaf and Sillari (2001) for a helpful survey article on common knowledge that discusses, inter alia, uses of the concept of common knowledge outside of philosophy. It also provides some examples of how KK is often assumed in discussions of common knowledge.

5I’ll explain why these arguments rule out the possibility of common knowledge in §2. Williamson (2000), who argues against KK, embraces this result. He argues that the unattainability of common knowledge can be used to explain some otherwise puzzling phenomena. In my opinion these phenomena are best explained using other strategies.

6Hawthorne and Magidor (2009) argue that failures of KK scuttle Stalnaker’s account of assertion.

7I offer a different, but complementary defense of KK in a companion paper to this one, “Iteration and Fragmentation” (Forthcoming). For another recent defense of a version of KK, see McHugh (2010).

of first-order knowledge to be. I motivate this picture by arguing that certain now-standard objections to KK deliver unhappy results when applied to examples in which higher-order *inter*personal knowledge—knowing what *other* people know—is the focus. I go on to argue that the picture I present provides a more attractive account of such cases.

In §2 I briefly describe two counterarguments to the KK principle. I then provide an example in which it is intuitively plausible that agents can gain higher-order interpersonal knowledge in certain ways. I argue that we cannot simultaneously accept (1) intuitive claims about what it would take for the agents in the example to gain higher-order interpersonal knowledge, (2) a closure principle concerning knowledge, and (3) the two counterarguments to the KK principle discussed at the beginning of §2.

I hope the example will have enough intuitive force on its own to suggest that something is wrong with standard arguments against KK. However, rather than simply resting on the intuitive force of the example, in §3 I present a simple theory of knowledge on which closure and KK hold. I argue that it provides an attractive analysis of the example from §2, and that this reinforces the dialectical significance of that example. In §4, I argue that the same apparent counterexamples to KK that motivate its rejection are paralleled by apparent counterexamples to epistemic closure principles, and the same contextualist maneuvers that have been invoked to defend closure from counterexample apply equally well in the case of KK.

## 2 Two Arguments and an Example

### 2.1 The Independent Check Argument

What does it take to know by vision that some object *x* is red? Plausibly, (at least if we are externalists of some sort) I must have a visual system that is capable of distinguishing red objects from non-red objects, and that system must function appropriately in some
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particular case to deliver me the information that some particular object is red.

Assuming I know by vision that $x$ is red, what would it take for me to know that I know that $x$ is red? According to what I’ll call the “independent check argument,” I would need to avail myself of some other belief-forming process that could distinguish scenarios in which I have a reliable color-vision system from scenarios in which I don’t. This could involve my having access to the testimony of an ophthalmologist who would have told me if my color vision were bad, or my having memories of situations in which I successfully exercised my color vision (memories that would’ve been different if my color vision were unreliable). Generally, knowing that $P$ requires using some process that will reliably cause one to believe $P$ only when $P$ is true. Knowing that one knows that $P$ requires having some further process that can reliably distinguish between situations in which the process that produced one’s belief that $P$ is reliable, and situations in which it is not. Having higher-order knowledge requires that I be able to perform an independent check on whether my lower-order belief was reliably produced.\footnote{Many externalist/reliabilist denials of KK seem to be motivated by something like the independent check argument. It’s natural to attribute a version of this argument to Alston (1980), and Antony (2004) also seems to have in mind an argument along these lines.}

Exactly how this argument works will depend on how we understand what it takes for a belief-forming process to be reliable, and what it takes for such a process to be able to distinguish between cases in which other processes are reliable and ones in which they are not.\footnote{This sort of argument is very naturally captured in a “sensitivity”-based framework of the sort defended by Nozick (1981). For criticisms of that framework, see Williamson (2000, chap. 7), and Vogel (2007). I don’t assume, however, that the independent check argument can only be motivated if we assume a sensitivity constraint on knowledge.} However we flesh out the details, there will be cases in which something like the independent check argument seems to capture why we’re happy to attribute knowledge to a subject, but not to attribute higher-order knowledge to that subject. For example, we might hold that a reliable chicken-sexer who has no information about her reliability can know whether a chicken is male or female, but cannot know that she knows whether the chicken is male or female, since she has no way of independently
corroborating that her chicken-sexing faculty is reliable.\footnote{I don’t know where chicken-sexing was first mentioned in an epistemological context, but Gasking (1962) offers one early discussion.}

### 2.2 The Safety Argument

A second argument against the KK principle appeals to the claim that if you know that $P$, then there’s no nearby possibility in which you are wrong about whether $P$.\footnote{See Williamson (2000).} The claim is easy to motivate—it’s plausible that if you could’ve easily been wrong about whether $P$, then you don’t know that $P$.\footnote{This is a bit too quick; Nozick (1981, p. 193) considers a case in which Jesse James is robbing a bank and his mask slips. A bystander sees James’ face and thereby comes to know that Jesse James is robbing the bank, even though she could’ve very easily falsely believed otherwise (had the mask not slipped). It’s cases like these that lead Nozick to opt for a more complicated version of the safety requirement, one that concerns the methods by which one forms beliefs. See footnote 47 for some brief discussion, and (Williamson, 2000, chap. 7) for some extended discussion.} If we can gloss “You could’ve easily been wrong about whether $P$” as “there is a nearby possibility in which you’re wrong about whether $P$,” then we get our claim that you can’t know that $P$ if there is a nearby possibility in which you’re wrong about whether $P$.

On this picture, a necessary condition for knowing that one knows that $P$ is that there is no nearby possibility in which there is a nearby possibility in which one is wrong about whether $P$. The argument that this leads to failures of KK turns on the idea that the relevant nearness relation is not transitive.

A spatial analogy will help make this clear. There might be no nearby houses in which serial killers live, but there might be nearby houses in which there are nearby houses in which serial killers live (if, e.g., houses count as nearby to one another iff they are within five blocks, and my house is 7 blocks away from the closest house in which a serial killer lives). Similarly, there might be no nearby possibilities in I’m wrong about whether $P$, but there might be nearby possibilities in which there are nearby possibilities in which I’m wrong about whether $P$. If things work out this way, then I may know that $P$ while failing to know that I know that $P$. We might say that both cases involve being
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safe, but not safely safe. I’ll call this argument against KK the “safety argument.”

There are many other arguments against the KK principle. For instance, it seems possible to know that $P$ without believing that one knows. If knowledge requires belief, then this entails that it is possible to know that $P$ without knowing that one knows.\textsuperscript{14} One way this might happen would involve creatures that don’t even have the concept of knowledge—couldn’t such creatures know things without even being capable of knowing that they know things?\textsuperscript{15} Those sympathetic to the KK principle might try to meet these points head on.\textsuperscript{16} But another strategy involves conceding the points and holding that there are still interesting versions of the KK principle that can survive this concession. For instance, one might retreat to the position that if someone knows that $P$ and believes that she knows that $P$, then she knows that she knows that $P$, or that if someone knows that $P$, then she is in some sense in a position to know that she knows that $P$.\textsuperscript{17}

While I’m sympathetic to a hard line response, I won’t attempt to rebut objections to KK that turn on the possibility of knowing without believing that one knows. For this reason, my defense of KK will be limited in scope.\textsuperscript{18} But it won’t thereby be deprived of interest. Part of what’s interesting about the independent check and safety arguments is that they seem to threaten any interesting version of the KK principle—even the qualified versions that allow for the possibility of knowing without believing that one knows. In the next subsection, I’ll present an example that puts pressure on the independent check and safety arguments.

\textsuperscript{14}The claim that knowledge requires belief is not uncontroversial. See Myers-Schulz and Schwitzgebel (Forthcoming) for some recent criticisms. I am sympathetic to the defenses against these criticisms offered by Rose and Schaffer (Forthcoming), and Buckwalter et al. (Ms.).

\textsuperscript{15}Feldman (1981) discusses this objection.

\textsuperscript{16}On the possibility of having higher-order knowledge while lacking the concept of knowledge, see the essays from the final section of Stalnaker (1999).

\textsuperscript{17}For example, Shoemaker (1994) argues that believing that $P$ and being fully rational entails believing that one believes that $P$. If we’re sympathetic to this argument, and sympathetic to KK, we might endorse a similarly qualified version of KK according to which it holds at least for all fully rational agents.

\textsuperscript{18}In Greco (Forthcoming), I offer a general “fragmentationist” strategy for responding to a number of putative counterexamples to principles like KK. While I don’t explicitly discuss putative cases of knowledge without belief that one knows, I believe that the strategy I defend in that paper can be fruitfully applied to such putative examples.
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Before getting into the details of my example, however, I want to emphasize some straightforward reasons to be suspicious of the independent check and safety arguments. The arguments are clearly onto something. The distinction between knowing, and knowing while also having an independent check on the reliability of one’s source of information, is a real one and may very well be of some theoretical significance. Likewise with the distinction of being safe from error within a small sphere of nearby possibilities, and being safe from error within a larger sphere. But there aren’t strong pre-theoretical reasons to identify these distinctions with the distinction between knowing and knowing that one knows.

For one, it’s not very plausible that in real conversations, questions about whether people know that they know are as easy to interpret as the anti-KK arguments would suggest; we don’t hear questions about higher-order intrapersonal knowledge (as opposed to first-order knowledge) as straightforward questions concerning whether subjects satisfy extra high epistemic standards. It’s no coincidence that when cataloging the various challenges facing the intelligence community, Donald Rumsfeld discussed the known knowns, the known unknowns, and the unknown unknowns, but failed to mention the unknown knowns.\(^\text{19}\) Had he included such a category, I doubt that people would have had a clear idea of what he had in mind.\(^\text{20}\) Cases like that of the unwitting but reliable chicken sexer (in which questions about higher-order intrapersonal knowledge seem to make sense) are unusual.\(^\text{21}\) In real life, questions like “Sure she knows what time the movie starts, but does she know that she knows what time the movie starts?” would typically be met with puzzlement, rather than seamless accommodation. (If you don’t believe me, try asking similar questions of non-philosophers.) While the defense of KK I’ll ultimately present is perfectly capable of drawing the distinctions drawn by

---

\(^{19}\)The exact quote is as follows: “[T]here are known knowns; there are things we know we know. We also know there are known unknowns; that is to say we know there are some things we do not know. But there are also unknown unknowns—the ones we don’t know we don’t know.”

\(^{20}\)To be fair, even without including such a category, many commentators found his remarks to be less than a model of clarity.

\(^{21}\)And as I argue in §4, they can be accommodated by the defender of KK.
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the independent check and safety theorists, it refuses to identify these distinctions as
distinctions between lower and higher-order knowledge. This refusal not only has strong
theoretical motivation—e.g., in making room for common knowledge—but as the above
considerations suggest, it fits with linguistic usage as well.\textsuperscript{22}

2.3 An Example

Jones and Smith are playing a game of poker. The cards have been dealt and Jones has
the stronger hand. Call the proposition that Jones has the stronger hand “\(P\).” As it
turns out, the deal was videotaped by a reliable camera, and the tape clearly indicates
who has which cards. Without looking at her cards Jones manages to procure a copy
of the videotape, and she watches it.\textsuperscript{23} Though Jones has no information about the
reliability of the camera, she implicitly trusts it, and so comes to truly believe that \(P\).\textsuperscript{24}
In this context, because coming to believe what one sees on the videotape is a reliable
method for forming beliefs, it’s plausible to say that Jones not only believes but \textit{knows}
that \(P\).

The saga continues. Jones was taped while she was watching the tape. Smith sees this
second tape—the tape of Jones watching the original tape. Like Jones, Smith implicitly
trusts that the camera is reliable. So when Smith sees the tape of Jones watching the
original tape, Smith comes to believe that Jones knows that she has the better hand.\textsuperscript{25}

\textsuperscript{22}See also Marušić (Forthcoming), who stops short of defending KK, but does argue that it fits with
key aspects of linguistic usage.

\textsuperscript{23}I stipulate that she doesn’t look at her cards because it will be important later that she doesn’t
have any independent checks on the reliability of the tape—if she looked at her cards, she’d be able to
compare what she sees directly with what appears on the tape.

\textsuperscript{24}In realistic cases, subjects have some information about the reliability of videocameras—most of
us know that they tend to work properly. However, for reasons that will come out towards the end of
this section, I don’t think that this unrealistic stipulation will affect the force of the example—I’d still
be able to make my argument using a version of the case in which Jones has a more realistic amount
of information concerning the reliability of videocameras, though the argument would be slightly more
complicated.

\textsuperscript{25}This may seem a bit too quick—in order for Smith to form this belief, she doesn’t just have to
believe that the camera is reliable, but she must also believe that Jones believes this. Ultimately, this
won’t be important—we could set up the case so that both parties have excellent evidence that people
always believe what they see on videotapes, or we might add that in each case in which somebody is
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If people generally do trust what’s on videotapes (at least in contexts like this), and tapes really are reliable, then this seems like a reliable enough way of coming to believe that Jones knows that $P$; we should allow that Smith *knows* that Jones knows that $P$.

Let’s go through one more iteration. Smith was taped when watching the tape of Jones. Jones sees the tape of Smith watching the tape of Jones watching the original tape, and so comes to believe (and by the same argument as above, know) that Smith knows that Jones knows that $P$. So at the end of all this tape watching, Jones knows that Smith knows that Jones knows that $P$.26

We have a three stage story. At the end of the first stage, by watching a videotape, Jones knows that $P$. At the end of the second stage, by watching another videotape, Smith knows that Jones knows that $P$. At the end of the third stage, by watching yet another tape from the same camera, Jones knows that Smith knows that Jones knows that $P$. Write “$K_JP$” for “Jones knows that $P$” and “$K.SP$” for “Smith knows that $P$.”

Let’s now assume a closure principle on knowledge, to the effect that if $S$ knows that $P$, and $P$ entails $Q$, then $S$ knows that $Q$.27 At the end of the three-stage process, $K_JK.SK.JP$. Knowledge is factive, so if Smith knows that Jones knows that $P$, then Jones knows that $P$. So it follows from the content of what Jones knows—$K.SK.JP$—that Jones knows that $P$—$KJP$. So given our closure principle on knowledge, we get the result that $KJKJP$; Jones knows that Jones knows that $P$.28,29

Perhaps all we can really say is that Jones knows that Smith *knew* that Jones knew that $P$. But we can set up the case to make it plausible that if Jones knows that Smith knew that Jones knew that $P$, then Jones knows that Smith knows that Jones knows that $P$.

More realistic closure principles might not assume logical omniscience, and could be phrased in terms of being in a position to know that $Q$ when one knows that $P$ and $P$ entails $Q$, rather than actually knowing that $Q$ in such circumstances. This distinction won’t matter in what follows.

Kripke (Forthcoming) also argues that considerations involving interpersonal knowledge are relevant to questions about the requirements for higher-order intrapersonal knowledge. Roughly, he argues that knowing that you know that $P$ can’t be *that* hard, since it’s often quite easy to know whether other people know that $P$, or for other people to know that you know that $P$.

This might already seem odd, for a reason that the following modified version of the example brings out. Suppose Jones watches the original tape, and then watches a tape of herself watching the original tape. It is very plausible that Jones hasn’t acquired any new higher-order knowledge by watching the
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In the remainder of this section, I’ll argue that our current conclusion—that Jones knows that Jones knows that $P$ at the end of our three-stage story—is hard to reconcile with the independent check and safety arguments.

If we admit that Jones knows that Jones knows that $P$ at the end of our story, then we have two options. Either (1) Jones knows that $P$ (but not that she knows that $P$) after the first stage, and acquires new higher-order knowledge after the third stage, or (2) Jones already knows that she knows that $P$ after the first stage of the story. I’ll argue that neither option is attractive for defenders of the independent check and safety arguments.

Why isn’t option (1) attractive for the defender of the independent check argument? Because watching the second tape doesn’t give Jones an independent check on the reliability of the camera. Of course, we might endorse (1) and hold onto the letter of the independent check argument by individuating belief-forming processes very finely. Instead of treating trusting the tape as a single belief-forming process, we might hold that for each tape, trusting what’s on that tape constitutes a new, independent process. Then watching later tapes could provide independent checks on earlier tapes, and Jones could start out with only first-order knowledge, but acquire higher-order knowledge by watching another tape from the same camera (thereby getting an independent check on the content of the first tape). In the absence of a solution to the generality problem, we can’t rule out this strategy on principled grounds. But it does seem to me that tape of herself watching the original tape. To say that this was a way of gaining higher-order knowledge would be to endorse illegitimate bootstrapping, of the sort criticized by Vogel (2000), Elga (2007), and others. If watching the tape doesn’t provide new higher-order knowledge in the interpersonal case, why should it do so in the interpersonal case? While I haven’t yet introduced the materials necessary to fully answer this question, I can give a preview. If we accept the KK principle, we needn’t say that there’s any bootstrapping going on when Jones watches a tape of herself watching the original tape—watching the second tape won’t be a way for Jones to come to know that she knows that $P$, since she’ll already have known that after watching the first tape. But accepting KK doesn’t force us to say that once Jones watches the original tape, she also knows that Smith knows that $P$, or that Smith knows that Jones knows that $P$. So if KK holds, Jones’ watching successive tapes can give her new higher-order interpersonal knowledge, but not new higher-order intrapersonal knowledge, since there’s no new higher-order intrapersonal knowledge to be had.
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individuating processes at such fine a grain is contrary to the spirit of the independent check argument.

An example may help this point sink in. Suppose that you are in fact trustworthy, though I have no way of telling this. You tell me that $P$. The spirit of the independent check argument would suggest that I can know that $P$ on the basis of your testimony, but cannot know that I (or you) know that $P$, since I lack an independent check concerning your trustworthiness. Suppose you go on to tell me that you’re trustworthy—or to make the case more precisely analogous to the example already under discussion, you tell me that somebody else knows that you know that $P$. It doesn’t seem as if your making this further claim should let me know that I (or you) know that $P$, if I didn’t already know that you were trustworthy—if I don’t know whether or not you’re trustworthy, your telling me that you are can’t dispel my ignorance, at least ceteris paribus. The case involving the camera seems relevantly analogous—if I don’t start out knowing that the camera is reliable, it’s plausible that seeing more tapes from the camera in which the camera seems to be getting things right can’t dispel my ignorance. So, if the independent check requirement is to do the work it’s meant to, such further tapes shouldn’t count as providing independent checks on the reliability of the camera.

Option (1) is just as unattractive for the safety theorist as it is for the defender of the independent check argument. There doesn’t seem to be any sense in which watching the successive tapes is strengthening Jones’ epistemic position with respect to $P$ itself. The only information Jones has that bears on whether $P$ is the original tape, and other tapes of people watching that original tape. It doesn’t seem as if possibilities in which the camera malfunctioned and misrecorded the players’ hands are any more remote once Jones has watched tapes of people watching the original tape (or tapes of people watching tapes of people watching the original tape) than they were when Jones had only watched the original tape. While Jones seems to end up with higher-order knowledge concerning $P$, watching the second tape doesn’t make her any safer with respect to $P$ itself.
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Perhaps the defenders of the independent check and safety arguments should pick option (2), and hold that once Jones has seen the first tape, she not only knows, but also knows that she knows that \( P \). A defender of the independent check argument might hold that in any realistic case, Jones and Smith will start out with independent checks concerning the reliability of videocameras, and so Jones will be in a position to know that she knows that \( P \) already after watching the first tape. Along similar lines, a defender of the safety argument might hold that because videocameras are typically quite reliable, in any realistic case Jones would already be safe enough with respect to \( P \) to know that she knew that \( P \)—in realistic cases, there are not only no nearby possibilities in which cameras malfunction; there are also no nearby possibilities in which there are nearby possibilities in which cameras malfunction. This way the safety theorist could allow that Jones can come to know that Smith knows that Jones knows that \( P \) without becoming safer with respect to \( P \).

While these moves are available, they don’t go to the heart of the matter. Just as its plausible that \( K_J K_S K_J P \) holds at the end of the three-stage case, it’s also plausible that after a five-stage case in which Smith and Jones each watched another tape, \( K_J K_S K_J K_S K_J P \) would hold, or that after a seven-stage case in which they each watched yet another tape, \( K_J K_S K_J K_S K_J K_S K_J P \) would hold.\(^{31}\) If we accept these verdicts along with closure, then we must accept that in the original case, it’s not just \( K_J K_J P \) that holds at the first stage, but at least \( K_J K_J K_J K_J P \). The guiding idea here is that Jones’ acquiring higher-order interpersonal knowledge only requires that Jones acquire more information about Smith’s epistemic situation—not that Jones acquire more information about what she herself knows. If we endorse the independent check or safety arguments, along with closure, we’ll have to reject that idea. We’ll have to accept that at some point (because Jones only has finitely many independent checks, or because there are some possibilities in which \( P \) is false, even if they’re quite far away from the possibility Jones

\(^{31}\)At least if Jones and Smith both have good enough memories to keep straight who’s seen what, which we may assume they do.
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occupies), Jones can’t acquire another iteration of interpersonal higher-order knowledge concerning what Smith knows by watching a tape of Smith, because Jones doesn’t have enough iterations of higher-order intrapersonal knowledge.

Incidentally, this is why the independent check and safety arguments imply that common knowledge is unattainable; both arguments imply that in realistic cases, while we may often know that we know, our higher-order knowledge gives out at some point. Because we always have only finitely many independent checks, or because there are always possible cases in which we are in error (even if those cases are only nearly nearly nearly nearly...nearby, for some large number of “nearly”s), we never know that we know that we know...ad infinitum.\textsuperscript{32}

I hope I’ve made it plausible that the intuitive verdict about our example—that watching successive tapes is a way of acquiring higher-order interpersonal knowledge—doesn’t sit nicely with the independent check and safety arguments, at least if we also accept a closure principle on knowledge. In the next section I’ll offer a simple formal model of knowledge that provides an attractive analysis of the case of Jones and Smith.

3 Knowledge, Information, and Normal Conditions

So far we have what looks like a puzzle. We have some \textit{prima facie} attractive arguments against KK, along with an example in which they seem to prove too much. In the absence of some theoretical support for the example from the previous section, we might resolve this tension by simply dismissing the intuition that Jones knows that Smith knows that Jones knows that $P$ after the third stage of this story, or at least dismissing the intuition that such a story could be extended to include arbitrarily many stages. My strategy in the remainder of this paper will be as follows. First, I’ll present a simple

\textsuperscript{32}For some reasons to think that this is a \textit{bad} result—i.e., that in many cases, our mutual higher-order knowledge doesn’t give out after some finite number of iterations—see Heal (1978), especially section III.
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theory of knowledge on which KK and closure hold, and which I’ll argue provides an attractive analysis of the poker example from the previous section. The fact that our intuitive reactions to the example from the previous section can be accounted for in a simple, elegant model of knowledge militates against simply dismissing the intuitions. This won’t yet resolve our puzzle—we’ll won’t yet have an explanation of what was attractive about the arguments against KK. I’ll go on to argue that when the model I’m about to discuss is combined with contextualism concerning knowledge, we can explain away apparent failures of KK.

3.1 Normal Conditions and KK

Here’s a simple, two-prong analysis of knowledge: S knows that P just in case:

- S is in a state that carries the information that P, and
- S’s being in this state causes or constitutes S’s believing that P.

It is inspired primarily by Fred Dretske (1981), but similar views have been defended by many other writers.\(^{33}\) Moreover, as I argue below, even views that aren’t all that similar to Dretske’s (e.g., David Lewis’ contextualist theory of knowledge) can be seen as sharing the same abstract structure, and it’s this abstract structure that I’ll ultimately argue leads to KK.\(^{34}\)

Of course, this theory is only helpful insofar as we have some idea of what it is to be in a state that carries the information that P. Here’s how the phrase is intended to be understood: S is in a state X that carries the information that P just in case:

- Whenever conditions are normal, S is in X only if P, and
- Conditions are normal.

\(^{33}\)See e.g., Stalnaker (1999).

\(^{34}\)Of course Dretske himself was no friend of KK. But just as contextualists hold that the Dretskean rejection of closure stems from a failure to appreciate the importance of context, I’ll suggest a similar diagnosis of the Dretskean rejection of KK.
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Analyzing the notion of information in terms of what would be true in certain conditions is a strategy that goes back to Dennis Stampe (1977), and which has had many proponents, including Dretske (1981), Ruth Millikan (1984, 1989), and Robert Stalnaker (1999). Of course, this further analysis is informative only insofar as we have some idea of what normal conditions are. It may help to start with an intuitive example. Suppose I see a dog. Conditions are normal in that my eyes are working properly, there are no misleading stimuli in my environment (e.g., no papier-mâché dogs), etc. In such a case, my brain (in particular, my visual system) will be in some state $X$ such that, provided conditions are normal in the ways just gestured at, it will only be in $X$ if there is in fact a dog in front of me. On the intended interpretation of “carries the information,” in such a case my visual system carries the information that there is a dog in front of me.\footnote{This way of putting things suggests that I’m describing not normal conditions simpliciter, but normal conditions for the operation of vision. In fact, I think there are objections to the account in the text which may be best addressed by moving to a version of the normal conditions account that relativizes normal conditions to processes, such as vision. For instance, we might hold that $S$ is in a state that carries the information that $P$ just in case:

- $S$ was caused to be in a state $X$ by a process $Y$ such that under all normal conditions, $S$ is in $X$ only if $P$.
- Conditions are normal.

Here, the claim that conditions are normal is the claim that conditions are normal for the operation of process $Y$. The objections that would prompt moving to a process-relativized account won’t be relevant to the arguments I’ll offer in the text, so I’ll stick with the simple account for ease of presentation. While it may not be obvious, the same arguments concerning KK that I’ll present in the context of the simple account would go through on the process-relativized account as well.}

While some authors have tried to provide reductive, naturalistic analyses of normality—Stampe (1977) endorses such ambitions, but the most developed account I know of is provided by Millikan (1984)—we needn’t assume that a reductive analysis of normality is possible in order to be interested in the philosophical consequences of a normal-conditions theory of knowledge. For instance, we might agree with Williamson (2000) and despair of finding a non-circular analysis of knowledge, while hoping that the above analysis, though in some sense circular (because we may need to appeal to the notion of kno-
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Edge in explicating our concept of normal conditions) can still lead to some interesting conclusions about the nature of knowledge.

Moreover, it’s consistent with rejecting the hope for a completely reductive analysis that we try to say some informative things about normality. For instance, we might hold that which conditions count as normal is in some sense context-sensitive, and that our ascriptions of knowledge have to be understood as being made relative to potentially flexible background presuppositions about which conditions count as normal. Later in this paper I’ll invoke such a hypothesis to explain away some of the apparent problems with the KK thesis.

The class of “normal conditions” theories of knowledge, as I’m understanding that class, is a large one. This is because the sense of “normal” that I’m using is quite thin. A theory counts as a normal conditions theory as long as it satisfies two conditions. First, it identifies some range of “normal” possibilities, and says that you carry the information that \( P \) just in case you’re in a state \( X \) that—as long as we restrict our attention to normal possibilities—you’re only in if \( P \). Second, it goes on to explain knowledge in terms of information-carrying. But as I’m using the phrase “normal,” a theory counts as a normal conditions theory as long as it identifies some such set—it needn’t be the set of statistically normal possibilities, or biologically normal possibilities, or possibilities that are normal in any particular pre-theoretic sense of “normal.”

In particular, pretty much any relevant alternatives theory of knowledge—that is, any theory according to which knowing that \( P \) requires being able to eliminate relevant alternatives to \( P \), but where which alternatives count as relevant may vary from proposition to proposition, or context to context—will count as a normal conditions theory.\(^{36}\)

We can translate relevant alternatives theories into normal conditions theories by hold-

\(^{36}\)The idea of a “relevant alternatives” theory of knowledge comes from Dretske (1970), but many epistemologists—especially contextualists of various stripes—have defended versions of relevant alternatives theories. Given that Dretske is the originator of both relevant alternatives theories of knowledge, and normal conditions theories, perhaps it shouldn’t be surprising that we can see one type of theory as a special case of the other.
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ing that whenever an alternative is “relevant,” the possibility in which that alternative is realized counts as “normal.” To see how this works, it will help to consider an example.

Here’s how David Lewis summarizes his contextualist relevant alternatives theory of knowledge:

I say $S$ knows that $P$ iff $P$ holds in every possibility left uneliminated by $S$’s evidence—Pst!—except for those possibilities that we are properly ignoring.

(Lewis, 1999, p.436)

On Lewis’ theory, one knows that $P$ just in case one’s evidence eliminates all of the relevant (i.e., not properly ignored) not-$P$ alternatives. Given how Lewis understands elimination by evidence, we can translate this into normal conditions talk as follows:

$S$ knows that $P$ iff $S$ is in an experiential state $X$ such that in all normal (i.e., not properly ignored) possibilities, if $S$ is in $X$ then $P$.

The translation makes it clear that Lewis’ theory is a version of the normal conditions theory. His additions include the restriction to experiential states as the relevant type of information-carrying states, and a great deal of detail concerning which possibilities can and cannot be properly ignored (i.e., which possibilities count as normal). His theory is contextualist (like many relevant alternatives theories) because which possibilities count as relevant/normal is determined in part by context.

We could use “normal conditions” more narrowly, such that a theory only counts as a normal conditions theory if it gives some particular sort of account of normality—perhaps statistical normality, or biological normality, or something along those lines. While the distinction between normal conditions theories in the narrow sense and the broader sense might be significant for some purposes, it isn’t for mine. In the remainder of this section, I’ll argue that normal conditions theories entail KK, and my argument will apply to any normal conditions theories even when we use the broad understanding
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of “normal conditions” theories according to which pretty much any relevant alternatives theory will count as a normal conditions theory.\(^{37}\)

To make good on this promise, however, I will need to make a simplifying assumption. In particular, in keeping with my focus on versions of the KK principle that abstract away from obstacles to KK involving failures of belief to iterate, I will assume that whenever agents are in states that carry the information that \(P\), this causes or constitutes their believing that \(P\).\(^{38}\) Given this assumption, we can identify knowing that \(P\) with carrying the information that \(P\), and we can ignore the belief requirement on knowledge. What, then, would it take for the KK principle to hold, on a normal conditions theory of knowledge? It would need to be the case that one’s carrying the information that \(P\) entailed carrying the information that one carries the information that \(P\).

I’ll first give an informal argument to the effect that in fact this \textit{is} the case, and then I’ll provide a formal statement of the argument. Here’s the basic idea. If \(S\) is in a state that carries the information that \(P\), then \textit{that very state} also carries the information that \(S\) is in a state that carries the information that \(P\). Why is this? Higher-order information carrying requires that one be in a state that is correlated (given normal conditions) with being in a state that is correlated (given normal conditions) with \(P\). But because every state is correlated with itself, if one is in a state \(X\) that is correlated with \(P\), then one is also in a state (\(X\) itself) that is correlated with being in a state that is correlated with \(P\).\(^{39}\)

\(^{37}\)Though for reasons that will become clear, it will \textit{not} apply to normal conditions theories that have normal conditions vary from proposition to proposition, in particular from \(P\) to \(K_S P\). This is the view that Dretske himself endorsed, and it explains why he rejected KK and closure.

\(^{38}\)This assumption is obviously false; I might be in a state that carries the information that my appendix has burst (e.g., the state of having a burst appendix carries this information) without believing or knowing that my appendix has burst. But making this assumption amounts to abstracting away from the belief requirement on knowing. A defense of KK on this assumption would amount to the claim that—roughly—\textit{if} the belief requirements for knowledge were always met, \textit{then} KK would hold. Because the objections to KK I’m concerned with in this paper are objections that turn on the idea that \textit{even if} one has the necessary higher-order beliefs, one might still know while failing to know that one knows, this assumption is legitimate in the present context.

\(^{39}\)Thanks to [omitted for blind review] for discussion here. See also Williamson (2001), who credits Lloyd Humberstone with pointing out (in conversation) that Lewis’ theory vindicates some strong principles of epistemic logic, including KK.
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For example, suppose the current state of my stomach carries the information that I’m hungry. My stomach is growling, and under normal conditions, my stomach only growls when I’m hungry. If my stomach is growling, then my stomach is in a state (the growling state) that carries the information that it’s in a state (the very same growling state) that carries the information that I’m hungry. This is because whenever my stomach is growling, I’m in a state—the growling stomach state—that carries the information that I’m hungry. Higher-order information comes for free with first-order information carrying.

Here’s the formal statement of the argument. Let \( N \) be the claim that conditions are normal, and let \( \Box_N \) be a restricted necessity operator; \( \Box_N P \) means that in all \( N \)-worlds, \( P \) holds.

By our definitions, \( S \) carries the information that \( P \) just in case:

1. \( S \) is in a state \( X \) such that \( \Box_N (S \text{ is in } X \supset P) \), and

2. \( N \).

What does it take for an agent \( S \) to have higher-order knowledge on the present account? \( S \) must be in a state that carries the information that the above two conditions (1 and 2) are met, and conditions must be normal. That is, if \( S \) is in a state that carries the information that \( S \) is in a state that carries the information that \( P \), then:

1’. \( S \) is in a state \( X’ \) such that \( \Box_N (S \text{ is in } X’ \supset (S \text{ is in a state } X \text{ such that } \Box_N (S \text{ is in } X \supset P) \& N)) \) and

2’. \( N \).

To show that the present account of knowledge entails KK, it will suffice to assume that 1 and 2 hold and prove 1’ and 2’ from these assumptions. The proof is straightforward.

That 2’ follows from 2 is obvious—they are identical. Moreover, the last “\( N \)” in 1’ can be ignored—any claim of the form \( \Box_P (Q \supset R \& P) \) is equivalent to \( \Box_P (Q \supset R) \).
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So we are now faced with showing that $1''$ (the same as $1'$, but with an “$N$” removed) follows from $1$:

1. $S$ is in a state $X$ such that $\square_N(S \text{ is in } X \supset P)$

$1''$. $S$ in a state $X'$ such that $\square_N(S \text{ is in } X' \supset S$ is in a state $X$ such that $\square_N(S \text{ is in } X \supset P))$

If we let $X' = X$, we can see that $1''$ follows from $1$. We can rewrite it a third time, substituting $X$ for $X'$ in $1''$:

$1'''$. $S$ in a state $X$ such that $\square_N(S \text{ is in } X \supset S$ is in a state $X$ such that $\square_N(S \text{ is in } X \supset P))$

$1'''$, while hard to parse, is equivalent to $1$. Our proof is now complete—on the present account, carrying the information that $P$ (knowing that $P$) entails carrying the information that one carries the information that $P$ (knowing that one knows that $P$).

The reasons why closure holds, in this model, are very similar to the reasons why KK does. Suppose $P$ entails $Q$. Then if $S$ is in a state that carries the information that $P$, $S$ is in a state that carries the information that $Q$—if under normal conditions $S$ is in $X$ only if $P$, and $P$ entails $Q$, then under normal conditions $S$ is in $X$ only if $Q$. In this model, knowing that $P$ entails knowing that $Q$, if $Q$ follows from $P$.

The example of the growling stomach may help again. Suppose that it follows from the fact that I’m hungry that I’m less than fully comfortable. If my growling stomach carries the information that I’m hungry—i.e., if under normal conditions, my stomach only growls when I’m hungry—then it must carry the information that I’m less than fully comfortable. If under normal conditions, my stomach only growls when I’m hungry, then under normal conditions, my stomach only growls when I’m less than fully comfortable.

This model has some counterintuitive features—KK and closure themselves can seem counterintuitive, and the model also implies that agents trivially know that conditions
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are normal whenever conditions are in fact normal.\textsuperscript{40} Some counterintuitive consequences of the model can be deflected by pointing out that the simplifying assumptions I made is false; often when one carries the information that $P$, one nevertheless doesn’t \textit{believe} that $P$, and so won’t count as knowing that $P$ according to the model I’ve been discussing. In the final section of the paper I’ll introduce another, general strategy for blunting counterintuitive consequences of the model—as a preview, we can hold that which conditions count as normal needn’t be the same from context to context, and that apparent failures of principles like KK and closure can be explained as cases in which focusing on certain questions induces a shift in context. Before introducing these complications, however, it will be fruitful to see how we might apply the current model—KK, closure, and all—to the example from the previous section.

In the poker example, it’s natural to hold fixed what we mean by normal conditions—conditions are normal just in case the camera is functioning properly, and it’s commonly believed (or merely commonly implicitly trusted) that the camera is functioning properly.\textsuperscript{41} As argued above, the present account of knowledge entails KK and closure when normal conditions are held fixed. So the present account can explain why our initial description of the three-stage case was correct. Upon seeing the original tape, Jones comes to believe that she has the stronger hand, and because conditions are normal, and normally she’ll only have this camera-based belief if she \textit{really does} have the stronger hand, she knows that she has the stronger hand. At the second stage, Smith acquires a camera-based belief that Jones knows that she has the stronger hand. Again, if conditions are normal—the camera is functioning properly, and this is commonly believed—then Smith will only have this higher-order camera-based belief if Jones really does know that she has the stronger hand. And so on at the third stage, and potentially beyond—the present account has it that seeing still further tapes would supply ever more iterations

\textsuperscript{40}Any state you could be in is a state such that, if conditions are normal and you’re in that state, then conditions are normal.

\textsuperscript{41}The definition of “common belief” is what you get when you substitute “belief” for “knowledge” in the definition of common knowledge mentioned at the beginning of this paper.
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of interpersonal knowledge.

Because the account entails KK, it avoids positing obstacles to Jones’ coming to know that Smith knows that Jones knows that \( P \) associated with obstacles to Jones’ coming to know that she herself knows that \( P \)—because KK holds, knowing that one knows doesn’t require some independent check, or extra safety with respect to \( P \). Because (intuitively) Jones can come to know that Smith knows that Jones knows that \( P \) just by watching another tape (and without having an independent check or getting any more safe with respect to \( P \) itself), this is an attractive feature of the present account.

We still, however, haven’t resolved our puzzle. Why is it that in some cases—like the case of Jones and Smith—it seems natural to think that higher-order knowledge doesn’t require independent checks or extra safety, while in other cases—e.g., the case of the reliable chicken-sexer—it seems natural to think that it does? In the next section I’ll offer a contextualist attempt at a reconciliation, along the lines of standard contextualist strategies for saving closure from apparent counterexamples.

4 KK, Closure, and Context

It’s a standard part of contextualist lore that while closure holds within a context, it does not hold across contexts.\(^{42}\) Hold fixed the context, and if I know that \( P \), then I know that \( Q \), if \( P \) entails \( Q \). But it may be that once the question of whether \( Q \) is raised, I no longer speak truly by self-ascribing “knowledge” of \( Q \), since raising the question shifts the context, and thereby shifts the extension of “knowledge.”\(^{43}\)

For instance, consider Dretske’s (1970) example of a man and his son looking at a zebra at the zoo. Dretske rejected closure, and held that in such a situation, one might know that the animal in the enclosure is a zebra, while at the same time failing to know

\(^{42}\)Stine (1971) defends an early version of this strategy as a response to Dretske (1970). For some other examples, see Cohen (1987) and Lewis (1999).
\(^{43}\)From here on out I’ll be sloppy about use and mention, and to avoid distracting the reader I will omit quotes in cases where, strictly speaking, they would be appropriate.
that it is not a cleverly disguised mule. One motivation for this position comes from reflection on how it would be reasonable for the man to respond to various questions. For instance, in response to his son’s question: “Do you know what kind of animal that is?” it would be quite reasonable for the man to respond: “Why yes, it’s a zebra.” But in response to the question: “How do you know that it is not a cleverly disguised mule?” it would be reasonable to respond: “I know no such thing; I am in no position to rule out that possibility.” If we agree with these responses and take them at face value, as Dretske does, then it seems as if we must reject closure. After all, an animal’s being a zebra entails its not being a cleverly disguised mule, so closure would imply that if one knows that an animal is a zebra, then one knows that it is not a cleverly disguised mule.

Contextualists have a different account of what’s going on in cases like the one Dretske discusses. According to contextualists, in response to the initial question as to what kind of animal is in the enclosure, the man can speak truly by claiming to “know” that it is a zebra. In this context, before the question about cleverly disguised mules has been asked, the man “knows” not only that the animal is a zebra, but also that it is not a cleverly disguised mule; closure holds. But once the question concerning cleverly disguised mules has been asked, the extension of “knowledge” shifts, and the man speaks truly by denying that he “knows” that the animal is not a cleverly disguised mule. He would also speak truly by denying that he “knows” that the animal is a zebra—again, closure holds in the new context as well. Closure won’t hold across contexts, however; what follows from what’s “known” in the first context—e.g., that the animal in the enclosure isn’t a cleverly disguised mule—needn’t be “known” in the second.

If we understand contexts as determining sets of normal conditions, then we have a nice explanation of this—as argued above, when normal conditions are held fixed, knowledge is closed under logical implication. When normal conditions vary, however, it needn’t be. \( P \) might hold in all normal conditions \( N \), and \( P \) might entail \( Q \), but raising the question of whether \( Q \) might bring us to a context with a new set of normal
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conditions $N'$, in some of which neither $P$ nor $Q$ holds.

Why opt for the contextualist account of the case rather than the simple one on which closure really does fail? One reason comes from the phenomenon of “abominable conjunctions” (DeRose, 1995). While it can seem reasonable to say that the man knows he’s looking at a zebra, and then to say that he doesn’t know that he’s not looking at a cleverly disguised mule, there seems to be something wrong with saying both in one breath. The following conjunction is abominable:

\[(AC) \text{ The man doesn’t know that the animal is not a non-zebra cleverly disguised to look like a zebra, but he does know that it’s a zebra.}\]

If we deny closure, it’s hard to explain why anything should be wrong with sentences like (AC). But if we are contextualists, we can hold that while there are contexts in which “he knows its a zebra” is true, and contexts in which “he doesn’t know that it’s not a non-zebra cleverly disguised to look like a zebra” is true, there is no context in which their conjunction, (AC), is true.

While diagnosing putative failures of closure along the above lines is by no means uncontroversial, strategies like it have seemed attractive to many contextualists. We might try to use a similar strategy, however, to diagnose putative failures of KK. Such a strategy would involve holding that within a context (i.e., holding fixed normal conditions), KK holds. But in a context in which $S$ knows that $P$, shifting our focus to the question “Does $S$ know that $S$ knows that $P$?” might bring us into a new context in which $S$ has neither second nor first-order knowledge.\(^{44}\)

\(^{44}\)In recent years there have arisen rivals to contextualism that seek to explain much of the same data that contextualism is meant to explain. I have in mind subject sensitive invariantism of the sort defended by John Hawthorne (2004) and Jason Stanley (2005), along with relativism of the sort defended by John Macfarlane (Forthcoming). It’s not clear to me whether the issues that divide these newer theories from contextualist theories of the traditional sort are ones on which I need to take a stand for my present purposes. While I’ve focused on contextualist theories here, it may be that many or all of the same points could be made in a sensitive invariantist or relativist framework. In particular, I suspect that each of the places I appeal to context relativity are places that a relativist could appeal to assessor or standard relativity.
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There are at least two questions we should ask before endorsing such a strategy. First, what is the *prima facie* motivation for pursuing it? Second, how will the details work—that is, why should asking questions about higher-order knowledge shift the conversational context in ways so as to make KK seem false?

4.1 Defending the Parallel

The *prima facie* motivations for pursuing a contextualist defense of KK are very similar to those that militate in favor of a contextualist defense of closure. Firstly, there are theoretical motivations. As I've already argued, normal conditions theories of knowledge entail closure and KK alike, when normal conditions are held fixed. If we defend closure by holding that apparent counterexamples involve context shifts, we should take a parallel line concerning KK.

But we can also appeal to the phenomenon of abominable conjunctions to motivate KK. Return to the case of the reliable chicken-sexer, who we may name “Jimmy.” Suppose Jimmy in fact has a reliable chicken-sexing faculty, and this faculty produces in him the belief that some chicken is female. Should we say that Jimmy knows that the chicken is female? In some contexts, this may seem perfectly reasonable. However, suppose we go on to urge that Jimmy doesn’t know that he knows the sex of the chicken, because he can’t rule out the possibility that he has no reliable chicken-sexing faculty and is merely guessing. Once this is done, it’s a bit awkward to insist that he nevertheless does know that the chicken is female—if Jimmy can’t rule out the possibility that he’s just guessing, then how can he rule out the possibility that the chicken isn’t the sex he thinks it is? That is, how can he know what sex the chicken is? One way of bringing out the tension involves considering the following abominable conjunction:

\[(AC') \text{ Jimmy doesn’t know whether he knows the sex of the chicken or is merely guessing, but he knows that he’s not guessing incorrectly.}\]
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The opponent of KK must accept the first conjunct because she denies that Jimmy knows that he knows. Why must she grant the second conjunct? Suppose Jimmy knows that the chicken is female. It follows from the fact that the chicken is female, and from the fact that Jimmy believes that the chicken is female, that Jimmy isn’t guessing incorrectly. So if the opponent of KK grants that Jimmy knows that the chicken is female, and grants that Jimmy knows that he believes that the chicken is female, and grants closure, then she must grant that Jimmy knows that he’s not guessing incorrectly.\(^{45}\)

If we deny KK, then we’ll accept that one sometimes knows that \(P\) without knowing whether one knows or is merely guessing. But then we can’t explain why conjunctions like \((AC')\) are abominable—we can’t explain why there’s a tension between acknowledging that for all Jimmy knows, he might be guessing (i.e., he doesn’t know that he knows the sex of the chicken), and insisting that he nevertheless does know the sex of the chicken.

The contextualist theory, on the other hand, provides a satisfying explanation of how such a tension arises; there’s no one assignment of normal conditions that makes true both the claim that Jimmy knows the sex of the chicken, and the claim that he doesn’t know that he knows. We can still explain why this doesn’t seem obvious by holding that shifting our focus between the two questions tends to shift the sets of conditions that count as normal for the purpose of knowledge ascriptions. My strategy has been exactly analogous to arguments that have been offered on behalf of closure; just as denying closure leads to abominable conjunctions, so does denying KK.

Another parallel between extant contextualist defenses of closure and potential contextualist defenses of KK concerns the role of closure and KK in skeptical arguments.

A common skeptical strategy is to appeal to some putative piece of knowledge that we

\(^{45}\)If the opponent of KK rejects closure, she can also resist the conclusion that that Jimmy knows that he’s not guessing incorrectly. The argument that Jimmy knows that he’s not guessing incorrectly implicitly relied on closure. If closure fails, then Jimmy might know that he believes that the chicken is male, and know that the chicken is male, but fail to know whether his belief about the maleness of the chicken is correct. I take it, however, that appealing to closure in the present context is dialectically appropriate. After all, I’m arguing that there are underappreciated similarities between closure and KK, and that arguments for closure are mirrored by similar arguments for KK. My targets, then, are those who are already sympathetic to closure.
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lack—the knowledge that we are not being deceived by an evil demon, perhaps—and to then appeal to a closure principle to conclude that we lack other pieces of knowledge that we ordinarily take ourselves to have. Some antiskeptics will respond to this style of argument by rejecting closure. Others will respond by insisting that we do know that we’re not being deceived by an evil demon. But contextualists will offer a diagnosis much like the one I’ve already discussed concerning the case of the cleverly disguised mule—we can accept both skeptical claims to the effect that we lack certain pieces of knowledge, and ordinary commonsense claims to the effect that we have certain pieces of knowledge, and closure. According to the contextualist, the apparent conflict between commonsense knowledge attributions and skeptical denials of knowledge in fact stems from a failure to appreciate the fact that such attributions and denials are typically made in different contexts, in which different standards for knowledge are at play.

There is a parallel dialectic concerning KK and skepticism. Certain skeptical arguments start with the denial that we have some piece of higher order knowledge. The skeptic might argue, for instance, that we don’t know that we know that we have hands, perhaps on the grounds that such higher-order knowledge would require being able to meet certain challenges that we are in fact unable to meet. She can go on to argue that, because KK holds, if we lack higher-order knowledge, we also lack first-order knowledge—we don’t know that we have hands. Adler (1981) and Stroud (1984) both consider arguments in this family, Stroud endorsing them, and Adler rejecting them on the grounds of opposition to KK. Contextualism suggest a natural strategy for avoiding full-blown skepticism, while still holding onto KK. Claims to the effect that we have first-order knowledge, and other claims to the effect that we lack higher-order knowledge, can both be true even if KK holds, so long as such claims are made in different contexts. The contextualist treatment of skeptical arguments that rely on KK, then, exactly parallels the contextualist treatment of skeptical arguments that rely on closure.
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4.2 Context and Higher-Order Knowledge

Now that I’ve shown that the *prima facie* motivations for pursuing a contextualist defense of KK are exactly analogous to those that motivate pursuing a contextualist defense of closure, we can turn to the second question: why should asking questions about higher-order knowledge shift the context in ways so as to make KK seem false?

One simple explanation of why this might happen would appeal to salience. That is, we might hold that if some possibility is salient, then it should be included in normal conditions, and also hold that focusing on questions about higher-order intrapersonal knowledge typically makes new error possibilities salient.\(^{46}\) While I think this is right as far as it goes, there’s more that we can say.

If KK holds in all contexts, then asking whether somebody knows that she knows (after it’s granted by all conversational participants that she knows) amounts to asking a question whose answer already follows from what’s commonly accepted by the parties to the conversation. Since we generally try to interpret people so that the answers to their questions don’t straightforwardly follow from what’s already commonly accepted—plausibly, this is a special case of “accommodation” in the sense of Lewis (1979)—we may interpret the question as implicitly inviting us to shift to a new context in which more possibilities count as normal.

Why would this make for a natural interpretation of the question? Even if we grant that somebody is in a state that’s correlated with \(P\) in all “normal” possibilities \(N\), it will typically be a non-trivial question whether she is in a state that is correlated with \(P\) in all possibilities \(N'\), where \(N'\) is a superset of \(N\). So if we think that questions are typically interpreted so that their answers aren’t trivial consequences of what conversational participants already accept, and we’re sympathetic to normal-conditions accounts of knowledge, we should think that the question of whether somebody knows that she knows (asked in a context in which it’s granted that she knows) will typically induce

\(^{46}\)See Lewis (1999).
a shift into a new context where more possibilities count as normal, since this will be required if the question is to be interpreted as non-trivial.

For instance, in the case of the reliable chicken-sexer, when focusing on the first-order question of whether the chicken-sexer knows the sex of the chicken, we may presuppose a set of normal conditions that only includes cases in which her chicken-sexing faculty is reliable, and we’ll therefore grant that she knows. But suppose we now raise the question of whether she knows that she knows, and we try to suggest that it should get a negative answer—after all, by her lights, she might just be guessing! Such a shift in focus may bring us to a new context, where some conditions in which she does not have a reliable chicken-sexing faculty count as normal. It won’t follow from the fact that the chicken-sexer counted as knowing the sex of the chicken in the old context that she will count as knowing that she knows in the new context—this is so even though, in the new context, there’s no difference between knowing and knowing that one knows. For the chicken-sexer to be right in all the cases that count as normal in this new context (and thereby know, and know that she knows) might require, e.g., having an independent check on the reliability of her chicken-sexing faculty. This would explain the appeal of the independent check argument—raising questions about higher-order intrapersonal knowledge may often bring us into a context in which higher-intrapersonal knowledge (and first-order knowledge) requires independent checks.

Once we supplement our normal conditions theory of knowledge with contextualist machinery, we can also explain away the appeal of the safety argument. We must deny that safety is a requirement on knowledge if we endorse a normal conditions account of knowledge; the safety requirement is inconsistent with KK, and normal conditions accounts entail KK (holding context fixed). But we can explain why safety seems like a plausible requirement in the following manner. Suppose we try to find an intuitively plausible counterexample to safety. This would require identifying a possibility $w$, a subject $S$, and a proposition $P$ such that it seems to us as if $S$ knows that $P$ in $w$, even
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though there is a nearby and relevantly similar possibility $w'$ which $S$ falsely believes that $P$.\footnote{In describing what would be required for a counterexample to safety here, I am a bit more faithful to Williamson’s version of safety than I was earlier in the paper—I refer to “relevantly similar” nearby possibilities, and require that they not just be possibilities in which $P$ is false, but in which the subject falsely believes that $P$. When we do not make these qualifications, finding counterexamples to safety is a good deal easier. See Neta and Rohrbaugh (2004). Even making these qualifications, there might be other plausible counterexamples to safety. See e.g., Weatherson (2004), and Berker (2008). The argument in the text can be seen as a strategy of last resort. While we might be able to find plausible counterexamples to safety, even if we can’t, we have good reason to think that counterexamples, if they existed, might be elusive.}

But if explicitly considering a possibility tends to make that possibility salient, and thus induces a context shift so that $w'$ counts as a “normal” possibility, then we shouldn’t expect to be able to find such a counterexample. Once we explicitly consider the possibility $w'$, that possibility will count as normal. Because, in $w$, $S$ is not in a state that allows her to rule out the relevantly similar possibility that she is in $w'$, in the new context in which $w'$ counts as a normal possibility, $S$ will not count as knowing that $P$ in $w$.

Counterexamples to the safety requirement, then, might be “elusive,” in the sense described by Lewis (1999). While in any given context, there may be instances of the safety requirement that are false, explicitly considering those instances will typically bring us into a new context in which they are true. So it is unsurprising if the safety requirement seems true—its instances will typically be such that, once they are explicitly considered, they are true. Incidentally, if this strategy for explaining away the appeal of the safety requirement is successful, it has implications beyond the debate over KK. The safety requirement is a crucial premise in Williamson’s enormously influential “anti-luminosity” argument, which he and others have put to use in a wide variety of philosophical contexts.\footnote{See Williamson (2000, chapter 4).}

An additional reason for favoring a contextualist defense of KK against the independent check and safety arguments is that it has the attractive feature of explaining why higher-order interpersonal knowledge typically doesn’t strike us as requiring independent
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checks on the reliability of our first-order belief-forming faculties, or extra safety concerning first-order propositions. Even if it’s granted by all conversational participants that S knows that P, in a normal conditions account of knowledge, nothing follows concerning what S knows about what other people know. So in a context in which it’s presupposed that Jones knows that P, asking whether Jones knows that Smith knows that P will typically not shift the context—the answer to this question needn’t trivially follow from what is already presupposed, so there is no pressure to shift to a new context in response to the question. If the appeal of the idea that higher-order knowledge requires independent checks or extra safety comes from context shifts, then we can explain why those ideas are not appealing in cases in which we are discussing interpersonal higher-order knowledge; it’s because there’s no pressure to shift the context when we ask questions about higher-order interpersonal knowledge.

Incidentally, my discussion thus far has been quite concessive to the opponent of KK, in the following respect. As I mentioned at the end of §2.2, in most real life examples, it’s not intuitive that higher-order intrapersonal knowledge requires independent checks or extra safety, because it’s not at all clear how to make sense of questions about whether people know that they know, given that they know. Cases like that of the unwitting but reliable chicken-sexer are unusual precisely because there is a natural “fallback” set of normal conditions that we can move to when questions about higher-order knowledge are raised. My contextualist explanation of the “apparent” failure of KK applies only to such cases—cases in which it’s clear how to move into a new context that will make questions about higher-order knowledge legitimate, even after having granted (in the old context) claims about first-order knowledge. In cases where there is no natural set of fallback normal conditions—most cases, I suspect—the contextualist strategy I’ve been exploring suggests that it should be hard to interpret questions about whether people know that they know; it should be hard to hear such questions as legitimate requests for information.
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This prediction is born out when we consider questions not about second-order intrapersonal knowledge, but about intrapersonal knowledge of even higher orders. As I’ve already suggested, it is not always easy to interpret questions like the following: “I grant that Jane knows what time the movie starts, but does she know that she knows what time the movie starts?” But while such questions are at least sometimes intelligible, it is much rarer that we can make sense of analogous questions concerning third or fourth-order knowledge, let alone knowledge of even higher orders. Without bringing in heavy duty philosophical theory, there’s no natural way to interpret questions like the following: “I grant that Jane knows that she knows that she knows what time the movie starts, but does she know that she knows that she knows that she knows what time the movie starts?” This should be puzzling to advocates of the independent check or safety arguments; on those views, the distinction between first-order and second-order knowledge is of a kind with the distinction between second-order and third-order knowledge, or between third-order and fourth-order knowledge; in each case, achieving the next iteration of knowledge just requires more of the same (either more independent checks, or more safety). Such views have a tricky time explaining why it should be any harder to interpret questions about knowledge of very high-orders than it is to interpret questions about second-order knowledge.

The arguments of the present paper, however, suggest a natural explanation. In many situations, there are at least two different natural choices for how strict a set of standards we might hold knowledge attributions to (in the present framework, a stricter set of standards corresponds to a wider set of normal possibilities). We can exploit this fact to interpret questions that presuppose the failure of KK; we can make sense of such questions by associating higher-order knowledge attributions with stricter standards than first-order knowledge attributions. But there needn’t be an infinite hierarchy of ever stricter standards that could provide natural interpretations for questions about intrapersonal knowledge of arbitrarily high orders. If it were in the nature of knowl-
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edge itself that each iteration of higher-order knowledge were more difficult to acquire than the previous one, it’s hard to see why there shouldn’t always be available such a hierarchy to provide interpretations for such questions. But if apparent failures of KK stem from context shifts in the manner that I’ve suggested, then it’s not so surprising that our ability to interpret questions about higher-order intrapersonal knowledge gives out relatively quickly—at least when we try to presuppose that higher-order knowledge doesn’t come for free. The reason is that in most situations, there are only finitely many natural choices for how strict a set of standards to apply to knowledge attributions—only finitely many “fallback contexts” to which we might move when forced to consider a question about knowledge of a still higher order.

5 Conclusions

In this paper I’ve offered both defensive and offensive strategies to KK sympathizers. When playing defense, a KK sympathizer can exploit the analogy to closure, and avoid counterexamples by adopting the position that KK holds within contexts, but can fail across contexts. When playing offense, a KK sympathizer can argue that her theory allows her to explain various phenomena that are puzzling when we deny KK. First, she can account for the example from §2.3—she can explain why higher-order interpersonal knowledge doesn’t seem to require independent checks or extra safety, even though higher-order intrapersonal knowledge seems (at least sometimes) to require meeting such further conditions. Second, she can straightforwardly explain the abominability of conjunctions like (AC′) by holding that such conjunctions are false in every context.

We can distinguish between easier-to-achieve and harder-to-achieve epistemic statuses—in the contextualist framework, this distinction is reflected in the fact that it’s harder for a belief to count as knowledge in some contexts than it is in others. We can also distinguish between first-order knowledge and higher-order knowledge. Many contemporary
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Epistemologists run these two distinctions together, holding that the latter distinction is a special case of the former; according to them, first-order knowledge is comparatively easy to get, second-order knowledge harder, third-order knowledge still harder, and so on all the way up. Sometimes—e.g., when discussing unwitting but reliable chicken sexers—running these distinctions together is very natural, and largely harmless. But other times—e.g., when discussing higher-order interpersonal knowledge, and especially common knowledge—conflating these distinctions gets in the way of fruitful theoretical projects; if we hold that higher-order intrapersonal knowledge is harder to achieve than lower-order intrapersonal knowledge, we erect barriers to higher-order interpersonal knowledge that we may not have intended to put in place. Once we see that one can recognize both distinctions without conflating them—the contextualist approach I’ve defended does just that—we should take seriously the possibility that KK might be OK.
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